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Background
Sexual and reproductive health and rights (SRHR) are fundamental to universal health coverage (UHC) 
and ensuring that all individuals can access and receive quality health services and information, without 
discrimination or financial distress. Sexual and reproductive health (SRH) domains encompass: 
sexual health; reproductive cancers; sexually transmitted infections (STIs), including HIV; 
infertility; intimate partner violence and sexual violence; contraception and family planning; safe 
abortion; maternal and perinatal health; menopause; comprehensive sexuality education; and 
female genital mutilation (1, 2). Services and care for health issues within the SRH domains should 
be provided based on need and within a rights-based and life-course approach. As many of these 
issues are commonly perceived as sensitive or stigmatized, SRHR inherently embodies multifaceted 
dynamics and disparities rooted in sociocultural norms, political landscapes and access barriers (3, 4). 

The convergence of digital innovations and the field of SRHR presents opportunities to improve access 
to and quality of services, but it also presents its share of challenges – especially with regard to ensuring 
that the use of these innovations is safe, rights-based, equitable and effective (4, 5). The use of digital 
tools has broadened access to SRHR, such as fertility care and contraception, sexuality education and 
expression, safe abortion and maternal health care. Expanded penetration of mobile devices, including 
within low-resource contexts, has made profound changes in the way people access SRHR information 
and services. Digitalization has also led to the accumulation of vast amounts of information, through 
electronic medical records, exchanges on social media, data from wearable devices, and interactions on 
mobile health applications. Combined with improved computer processing capabilities, these advances 
have paved the way for artificial intelligence (AI), which refers to the capability of algorithms 
integrated into systems and tools to learn from data so that they can perform automated tasks 
without explicit programming of every step by a human (6, 7).

Within SRHR, as with other areas of health care, AI has emerged as a transformative force for health 
system efficiencies but has also introduced critical risks and rights-related considerations, including 
potential impact on bodily autonomy and amplification of targeted disinformation, in a field already 
prone to the effects of ideologically driven narratives. AI has the potential to accelerate the shift 
towards people-centred care and strengthen the quality of care, by facilitating people’s agency in 
navigating health systems and bridging the workforce 
gaps. Specifically within SRHR, individuals’ desires 
for confidentiality and privacy when seeking SRHR 
information and services position digital tools and 
AI as critical conduits for expanding access (8–10). 
However, the amassing of SRHR data also raises 
concerns about how to protect individuals’ privacy 
and prevent data breaches and exploitation that 
may endanger people’s rights and safety. As such, 
the responsible and ethical use of AI in SRHR requires 
concerted efforts among stakeholders, including 
policy-makers, commercial actors, funding agencies, 
developers, health workers and civil society, to 
mitigate the rising risks, while harnessing the 
potential of AI to address long-standing challenges in 
the field of SRHR.

Abbreviations
AI artificial intelligence

IVF in vitro fertilization
LLM large language model
LMIC low- and middle-income country
LMM large multi-modal model
ML  machine learning
SaMD  software as a medical device
SRHR   sexual and reproductive health 

and rights
STI  sexually transmitted infection
UHC  universal health coverage
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Objectives of this document
This technical brief provides an overview of the landscape surrounding the use of AI in SRHR, and 
highlights the related risks, implications and policy considerations. Considering the rapidly evolving 
nature of AI, this brief seeks to provide clarity in understanding how AI is being applied in SRHR and 
flag key issues to ensure AI is used effectively, inclusively, sustainably and with due consideration for 
human rights. This document targets implementers, policy-makers, technology developers, funding 
agencies and researchers working at the intersection of AI and SRHR and aims to facilitate joint 
understanding among these stakeholders.

Methodology
This technical brief was developed based on consultations with external experts and findings from a 
scoping review. The World Health Organization (WHO) convened an in-person meeting to frame the 
topic areas and prioritize the key issues to be explored through further review of the literature. In 
addition, WHO conducted a scoping review, based on a published protocol (11), to provide an overview 
of the ways AI is being used in SRHR. The scoping review retrieved over 12 000 articles, of which 3670 
were included for full-text review after their abstracts were independently screened by two individuals. 
Peer-reviewed articles that were selected after abstract screening (11) were tagged based on the SRH 
domain covered (e.g. infertility and fertility care, reproductive cancers, antenatal, intrapartum and 
postnatal care) and the AI function (e.g. health promotion and education, screening and diagnosis). 
Of the 3670 screened articles, 1500 were randomly selected to be mapped onto Fig. 1. A follow-up 
consultation was convened online with the external experts to achieve a consensus on the categories. 
All contributors reviewed the full draft of this document and provided feedback, which was incorporated 
into this final publication.

Artificial intelligence in health
AI encompasses a broad range of technologies to process data and algorithms. Machine learning (ML) is 
a category of AI that uses statistical and mathematical modelling methods to define and analyse data, and 
subsequently the learned patterns are applied to perform or guide certain tasks and make predictions 
(7, 12, 13). ML models used in public health may be characterized by how their predictive capabilities 
function, in terms of whether they are predicting outcomes and probabilities based on predefined 
boundaries or generating new content. These two types of models are further described below.

Discriminative AI: Models that analyse relationships between variables to make predictions, 
such as a particular risk for a health condition or outcome (14). Classification is an example of a 
discriminative model that learns patterns and assigns data into predefined categories, such as 
whether a condition is normal or abnormal, positive or negative, or unknown.

Generative AI: Models in which algorithms are trained on data sets to create new content, 
such as text, images and videos (13). Generative AI models have been a catalyst for large 
language models (LLMs), which generate text-based responses and can be embedded within 
conversational agents, colloquially known as “chatbots” (13).1 More recently, generative AI is also 
being applied to large multi-modal models (LMMs), which can process various types of data sets, 
including biosensor, audio and image data, to generate outputs in different formats (13).

1 There may also be AI-powered conversational agents that are not generative AI.
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Generative AI has also led to the development of general-purpose foundational models (13), 
such as LLMs like ChatGPT that have broad applicability (15), which can potentially be adapted for 
SRHR-related contexts and use. This contrasts with prior approaches in AI ML models that were 
designed for predefined use cases, such as prediction of a specific condition. 

While there may be a risk that discriminative AI models could provide erroneous predictions and 
misdiagnoses, the ability of generative AI models to create new information and content has 
implications in terms of boundaries and applicability for different purposes. Furthermore, AI may be 
used within software to provide diagnostic and medical functions without being part of a medical 
device; this is known as “software as a medical device” (SaMD) (16).

Artificial intelligence in sexual and reproductive 
health and rights
The use of AI in SRHR includes applying AI to: facilitate access to health information, education and 
promotion; support screening and triage of health conditions; tailor treatment and care regimens; 
monitor personal and population health; assist in health system management needs; and accelerate 
clinical research and drug discovery. Furthermore, the use of AI in SRHR can involve a range of 
stakeholders, including health service users (individuals), health workers, health system managers and 
researchers. It should be noted that these are illustrative examples that have been mentioned in peer-
reviewed literature (11), and this brief does not provide any evaluation of their benefits and harms.

Health information, education and promotion
AI models can be leveraged to develop interventions for health education and to promote 
health behaviours. For example, virtual conversational agents or chatbots can provide 
information in what may be perceived as a more anonymous and non-judgemental manner 
compared with personal interactions. These tools, often used directly by individuals, are 
gaining traction for their potential to overcome access barriers to traditionally stigmatized 
and sensitive areas of health care, such as sexual health, contraception and STIs (9, 17, 18).

Screening and diagnosis
By analysing extensive amounts of health data, from sources such as electronic medical 
records, medical images, laboratory test results and free text clinical notes, AI can identify 
trends, patterns and risk factors. This may include analysing imaging data to support the 
detection of abnormalities or lesions, such as cervical pre-cancer lesions (19, 20), or using 
the predictive capabilities of AI to identify pregnant women who may be at risk for particular 
adverse outcomes, such as postpartum haemorrhage, pre-eclampsia, gestational diabetes 
or preterm labour (21, 22). This AI function may also be used for triage of patients, as part of 
efforts to target interventions and reduce waiting times or volume load (23, 24).

AI algorithms may also be embedded in ultrasonography and other medical devices; for 
example, to identify fetal distress (25–27). Furthermore, this use of AI can facilitate task 
sharing in settings where access to specialized health workers, such as radiologists, may be 
limited (28).
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Treatment and care management
The predictive capabilities of AI may also serve as an adjunct to tailor treatment regimens.  
For example, AI algorithms are being used to optimize antiretroviral therapy dosing options to 
guide clinical care and minimize side-effects for people living with HIV (29). Within fertility care, 
AI algorithms are being used to personalize in vitro fertilization (IVF) based on a couple’s specific 
characteristics, to increase the chances of successful conception (30–32). This may involve use 
of AI to improve the selection of sperm cells, oocytes and embryos, and to generate predictive 
models for the outcome of IVF (30, 33). Other examples including triangulating different 
sources of data to predict whether insulin treatment will be needed for pregnant women and 
individuals with gestational diabetes, as well as guiding clinicians through the use of AI-enabled 
conversational agents to assist with managing health issues, such as ovarian disease (34, 35).

Personal health monitoring
Machine learning approaches within AI can be used to analyse and interpret health-related 
data collected from individuals to support preventative care and self-monitoring – for example, 
through wearable and mobile devices. This may include personalized fertility trackers using AI 
to predict ovulation and fertile windows (36) and AI-based tools for monitoring perimenopausal 
symptoms and providing personalized recommendations for symptom management (37).

Understanding health trends
AI can be used to analyse data on a large scale to monitor public health trends and converging 
issues. This can include identifying associations across various data sets – for example, 
environmental exposure data and population health (38), analysing comments about STIs on 
social media to identify areas in need of targeted interventions (39, 40), using AI to analyse 
global health data to discern trends in contraceptive use and effectiveness (41). 

Health system management
The predictive modelling functions of AI can enable forecasting of needs and can assist with 
targeting interventions for strategic planning and policy development. Examples may include 
predicting patient inflow (42) and commodity stock-outs to optimize inventory management 
for medicines and other supplies (43), and using data analytics to evaluate the effectiveness of 
different SRHR interventions and policies (44, 45).

Clinical research and drug discovery
AI can assist researchers and clinicians in analysing complex data sets to accelerate clinical 
research and drug discovery. Examples include using AI algorithms to model molecular and 
genomic data to predict outcomes related to new therapeutics and drug resistance, particularly 
for HIV (46, 47), and using machine learning models to identify genetic markers associated with 
reproductive health conditions (48). AI is also being employed in research and development for 
treatments related to pregnancy and infertility, among other conditions (49–51).

Figure 1 provides a high-level overview of the general patterns identified through a scoping review (11).  
The resulting patterns show that AI is predominately used in the following SRHR areas: reproductive cancers 
(primarily cervical cancer); antenatal, intrapartum and postnatal care; infertility and fertility care; and STIs, 
including HIV. Broader uses of AI with relevance to SRHR that are not reflected in Fig. 1 include knowledge 
management to curate evidence and to support medical education (13).



5

Fi
g.

 1
. P

at
te

rn
s 

of
 u

se
 o

f a
rt

ifi
ci

al
 in

te
lli

ge
nc

e 
(A

I) 
ac

ro
ss

 s
ex

ua
l a

nd
 re

pr
od

uc
tiv

e 
he

al
th

 (S
RH

) d
om

ai
ns

SR
H

 d
om

ai
n 

a

AI
 p

ur
po

se
Co

m
pr

eh
en

si
ve

 
se

xu
al

ity
 

ed
uc

at
io

n

Se
xu

al
 h

ea
lth

ST
Is

, i
nc

lu
di

ng
 

H
IV

Re
pr

od
uc

tiv
e 

ca
nc

er
s

Co
m

pr
eh

en
si

ve
  

ab
or

tio
n 

 
ca

re

In
tim

at
e 

pa
rt

ne
r a

nd
 

se
xu

al
 v

io
le

nc
e

In
fe

rt
ili

ty
 a

nd
 

fe
rt

ili
ty

 c
ar

e
Co

nt
ra

ce
pt

io
n 

an
d 

fa
m

ily
 

pl
an

ni
ng

An
te

na
ta

l, 
in

tr
ap

ar
tu

m
 a

nd
 

po
st

na
ta

l c
ar

e

M
en

op
au

se
G

en
er

al
/ m

ul
ti-

pu
rp

os
e 

SR
H

 b

H
ea

lth
 

in
fo

rm
at

io
n,

 
ed

uc
at

io
n 

an
d 

pr
om

ot
io

n

Sc
re

en
in

g 
an

d 
di

ag
no

st
ic

s

Tr
ea

tm
en

t 
an

d 
ca

re
 

m
an

ag
em

en
t

Pe
rs

on
al

 h
ea

lth
 

m
on

ito
rin

g

U
nd

er
st

an
di

ng
 

he
al

th
 tr

en
ds

 

H
ea

lth
 s

ys
te

m
s 

m
an

ag
em

en
t

Cl
in

ic
al

 
re

se
ar

ch
 a

nd
 

dr
ug

 d
is

co
ve

ry

a
 SR

H
 d

om
ai

ns
 a

re
 b

as
ed

 o
n 

th
e 

U
H

C 
Co

m
pe

nd
iu

m
 o

f i
nt

er
ve

nt
io

ns
. F

em
al

e 
ge

ni
ta

l m
ut

ila
tio

n 
is 

an
 S

RH
 d

om
ai

n 
in

 th
e 

U
H

C 
Co

m
pe

nd
iu

m
, b

ut
 n

o 
st

ud
ie

s 
w

er
e 

fo
un

d 
fo

r t
hi

s 
ar

ea
 (1

).
b

Fo
cu

s 
on

 n
on

sp
ec

ifi
c 

an
d 

m
ul

tip
le

 S
RH

 d
om

ai
ns

 (e
.g

. A
I f

or
 g

yn
ae

co
lo

gi
ca

l i
ss

ue
s)

 w
ith

ou
t s

pe
cif

yin
g 

th
e 

ar
ea

s.

So
ur

ce
: a

da
pt

ed
 fr

om
 W

H
O

, 2
02

1 
(1

) a
nd

 W
H

O
, 2

01
7 

(2
).

N
um

be
r o

f s
tu

di
es

0 1–
10

0

10
1–

20
0

20
1+



6

Risks and implications
The responsible use of AI brings with it a set of ethical, legal and human rights implications relating 
to issues of data governance, transparency and explainability, inclusiveness and equity, responsibility 
and accountability, as detailed in WHO’s guidance on Ethics and governance of artificial intelligence 
for health (7). While these issues are applicable across all areas of health care, the norms and 
power relations that frame decision-making within the field of SRHR accentuate some of these 
considerations. AI systems and tools are not inherently malicious, but the risks and the ways in 
which AI is applied to SRHR are largely shaped by the underlying policies and other characteristics 
of the environment (4). For example, in contexts where there are differing views on aspects of SRHR, 
such as access to contraception, abortion or sexual health, AI may serve as a tool to limit access to 
services and information, or potentially be misused or manipulated for persecution. This section 
provides examples of some of the nuanced risks and challenges that may be amplified by the use of 
AI within SRHR. 

Data governance and bodily autonomy
Through personal health monitoring, such as fertility monitoring, and the use of AI tools 
for health information, education and promotion, SRHR data are increasingly being 
generated outside of medical settings. As such, these types of health-related data may 
not be accorded the regulatory protections of traditional medical data, such as the 
protections under the Health Insurance Portability and Accountability Act of 1996 in the 
United States of America (52). This can infringe on individuals’ rights to bodily autonomy, 
for example, if personal data, such as menstrual health information, are being collected 
and shared with third parties for targeted marketing and, in some cases, used to track 
women who are seeking or may have had an abortion (53–55). The use of AI in managing 
SRHR decisions can limit individuals’ freedom to make informed choices, as they may 
not be aware of how their data could be used and the consequences of the data being 
shared. This can impact not only their rights relating to health information and services, 
but also contribute to harmful narratives and practices related to sexual and gender-
based violence (54). There is, consequently, a risk that AI systems and tools could be 
used to impede rather than facilitate access to SRHR, especially for people in vulnerable 
situations or experiencing discrimination, by not adequately respecting individual rights 
and agency in handling health data (4, 5, 53–55). 
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Risk of data breaches
To develop and test models of AI-assisted health-related tools, AI systems rely on access to 
extensive amounts of data, including personal health information. The handling of SRHR 
data always requires a high level of attention to privacy and data security, since breaches in 
this context can have profoundly damaging consequences for individuals, particularly for 
young women, sex workers, gender-diverse people and members of other communities that 
may be subject to widespread stigma and discrimination (4, 5). Unauthorized access 
to personal health information is a general risk, which is compounded by the sensitivity 
of data on sexual and reproductive health. In situations where legal protections of SRHR are 
limited, AI applications that process data on topics such as abortion and sexual health 
present a risk of data breaches, which can cause emotional distress and financial damage, 
and endanger individuals’ safety. For example, research studies have used machine learning 
methods to predict missed abortions among individuals undergoing IVF (56) or sexual 
orientation based on images of faces (57), a process that could potentially put individuals at 
risk. In environments where SRHR issues are contentious, personal data may be used for 
persecution or to prevent access to health care and other services. Further, even if identity is 
anonymized within a data set, there is a risk that it might be possible for AI systems to 
identify individuals through triangulation of sources of information.

Misinformation and targeted disinformation
A major challenge in the use of AI for SRHR is potential misinformation due to AI models 
being trained on large data sets from the internet and social media platforms, which may 
have poor data quality and a range of biases (13). AI “hallucinations”, which are prevalent 
in many AI systems, occur when generative AI systems and tools present false information 
that is indistinguishable from accurate information (13). For example, an AI conversational 
agent, trained using unverified data sets, might spread myths about contraceptive methods 
and abortion, such as misconceptions regarding links to infertility or suitability for specific 
demographics (58). There may also be risks of manipulation and targeted disinformation; for 
example, information intentionally designed to discourage access to SRH services, such as 
safe abortion.

Data limitations and bias in AI
AI systems in SRHR frequently encounter issues with biased data sets, which may lead to 
poor accuracy and further disadvantage individuals from underrepresented communities. 
This bias arises from a lack of data covering a diverse spectrum of needs and populations. 
For example, there is a paucity of data on normal sperm parameters from low- and middle-
income countries (LMICs), which means that AI trained using a data set on this topic can 
provide skewed output as a basis for informing IVF procedures, which can lead to systematic 
biases being reproduced (59). Consequently, health care advice and predictions generated 
by these AI systems may fail to meet the SRHR needs across different populations.
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Digital divide
The digital divide significantly affects the equity and inclusivity of AI applications within 
SRHR, particularly impacting individuals in vulnerable situations. Limited access to 
technology or connectivity due to gender, geography or cost barriers remains a major 
issue, especially in LMICs, with reports demonstrating inequality in mobile ownership and 
internet use, with least access among women living in rural areas (60). Furthermore, 
settings in LMICs also face a scarcity of AI-compatible data formats, limited processing 
power, and other technological constraints that prevent people from making use of AI 
systems and tools. In settings with limited availability and accessibility of essential 
hardware and software resources, the development of specialized or even general AI 
models is particularly challenging. In addition to the significant costs of operating and 
using these systems and tools, the expertise and infrastructure required to effectively 
operate them in such environments is also often lacking, especially where data systems 
are still maturing (13). These disparities in access to essential resources and expertise 
compound the challenges faced in low-resource settings when it comes to applying AI to 
assist with local needs, such as SRHR. Despite these challenges, the evolution of voice-
based and multimedia AI systems and tools has the potential to mitigate these issues 
and assist people with differing levels of digital literacy.

Context and cultural awareness
The foundations of text- or speech-based AI technologies, such as LLMs, rely heavily on 
language, which requires a localized or culturally nuanced approach in the field of SRHR. 
For example, decisions related to contraception can be influenced by personal beliefs, 
psychology, culture and socioeconomic factors. As most AI systems and tools are trained 
on a minority of well resourced languages, the limited representation of other languages, 
especially from LMIC settings, can create further challenges of cross-lingual transfer and 
manual translation, as well as misalignment with local context and limited user 
engagement (61). For example, an AI system using clinical language to provide advice on 
contraception may be seen as inappropriate or offensive in cultures where these topics 
are discussed in a more nuanced or indirect manner (10). 
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Policy and operational considerations
Building on the cross-cutting recommendations detailed in WHO’s guidance on Ethics and governance 
of artificial intelligence for health (7), the following policy and operational considerations seek to mitigate 
the key risks and implications of AI use within SRHR. 

Revisit data protection regulations and redress mechanisms
With the amassing and commodification of data for AI use, data protection laws need to be 
strengthened to prevent and manage potential digital breaches. This may include clear data 
use limitations, covering data sharing and repurposing, robust data privacy protections, and 
opt-out mechanisms (53). Furthermore, transparent redress mechanisms are needed, which 
include notifications about data breaches to those affected, investigation of any breaches, 
and enforcement of these mechanisms. Although data-related regulations for AI are still 
emerging across different sectors, the use of AI for SRHR should ensure that there are 
appropriate informed consent processes and other mechanisms allowing individuals to have 
proactive control over the collection and use of their SRHR data. Furthermore, stakeholders 
entrusted with the storage and/or processing of health data have a duty of care by which 
clear limitations on the use and sharing of SRHR data are needed to uphold the “do no 
harm” principle.

Fight misinformation and targeted disinformation
Implement community-led and open-source fact-checking programmes and transparent 
interfaces clarifying AI-generated recommendations. Collaborate with local health workers 
and community leaders to ensure dissemination of accurate information that represents 
and supports people from diverse cultural backgrounds including those in marginalized or 
vulnerable situations. This may also include developing resources and certification standards 
that verify that a particular chatbot/conversational agent is properly fact-checked.

Promote inclusivity and data diversity
Promote the diversification of data sets that are used to train AI algorithms for applications 
relevant to SRHR, ensuring representation from various socioeconomic, educational and 
cultural backgrounds. Build country-level and local capacity in developing data sets, case 
repositories and languages to support contextualization of SRHR needs.

Establish collaborative oversight mechanisms
Engage local and international regulatory bodies and community representatives for 
alignment of AI systems with ethical guidance and global health strategies, and to 
ensure transparency and accuracy of AI models. This may entail the use of mechanisms 
such as “human-in-the-loop” to ensure there is active detection of potential biases and 
inaccuracies (62). Furthermore, it can include strengthening considerations of human 
rights and other SRHR-specific risks (63, 64), within broader risk-management measures 
applied to AI systems and tools (65). AI systems and tools classified as SaMD are subject to 
regulatory approval for medical products; however, there is also a need to develop adaptable 
oversight pathways to monitor AI applications that are integrated into user-accessible 
products, particularly as individuals may increasingly use these types of tools to access SRH 
information and services.
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